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Abstract





User-system interaction is a critical aspect for IR and digital libraries as well. Thus, a better understanding and modeling of these processes is of great importance to efforts aimed at making these systems more user responsive. The traditional IR model, with all its strengths, had a serious weakness: it did not depict the rich and varied interaction processes. Thus, several IR interaction models have been proposed. In 1996 I proposed a stratified model that views the interaction as a dialogue between participants, user and ‘computer’ (system) through an interface at a surface level; furthermore, each of the participants are depicted as having different levels or strata. On the user side elements involve at least these levels: cognitive, affective, and situational. On the ‘computer’ side there are at least engineering, processing, and content levels. Interaction is the interplay between various levels. This general model is now extended to encompass specific processes or phenomena that play a crucial role in IR interaction: the notion of relevance, user modeling , selection of search terms, and feedback types. Examples from a large study of interaction are used to illustrate these extensions. Suggestions for further research are made.








INTRODUCTION





The evolution of information retrieval (IR) systems and the evolution of modern information technology are closely linked. A technological imperative underlies much of both research and practice in IR. The type of research and the type of practice in effect at a given historical period was governed to a large degree by the type of technology available. Historically, IR systems started as batch processing systems in the 1950’s and 1960’s. With the symbiosis of computing and telecommunication technologies IR systems became interactive by 1970’s. Today, interaction between users and IR systems is the hallmark of IR. Interaction is THE major component in all practical realization of IR to such an extend that IR without interaction is hardly conceivable. This is true of digital libraries as well: their use mandates interaction. Thus, not the technology alone, but human-system interaction (or human-technology or human-‘computer’ interaction where ‘computer’ stands for an array of elements) is the critical aspect of both IR and digital libraries. Interaction drives their use.





But despite the primacy of interaction in the use of these systems, interaction is not a primary effort in large projects dealing with their research, development, or evaluation. In the Text Retrieval Conference (TREC), the largest evaluation project ever undertaken and now in its 6th round, there is admittedly an interaction track in the last few rounds, but the overwhelming majority of approaches tested treat IR as a batch process. Why? Well, one reason is because it is easier. None of the present half a dozen very large digital library projects supported by a group of government agencies under the leadership of the National Science Foundation (NSF), includes interaction as one of focuses of their R&D. Why? Well, one reason is because it is easier not to deal with interaction.





Indeed, interaction is a complex, difficult, messy, hard, and confusing issue to deal with. Why? Because humans are involved, and they are complex, plus many other things. Very often IR and digital library projects, and their sponsors, concentrate upon the science, technology, and problems of computation without either acknowledging or even recognizing that the object of all this work is to be used by humans, to serve human needs. Thus, we need more work on interaction, more recognition of the critical role that interaction plays, and more realization that we know relatively little about interaction. Interaction in these projects is a research orphan, despite the current rhetoric that we need more human-centered systems and research. What we actually need is a symbiosis of human-centered and systems-centered work, in both research and practice. So far we are not getting it.





The objective of this paper is to concentrate on the generalization and extension of a stratified interaction model that was proposed and discussed in several papers (Saracevic, 1996a, b;  Saracevic, Spink & Wu, 1997; Spink & Saracevic 1997, Spink & Saracevic, in press). The work is still in progress, and in large part is a synthesis from these five papers cited.








TRADITIONAL AND INTERACTION MODELS





The role of models is to depict the essential elements and relations of an object (system, process, entity, structure, idea …). A model is a choice of a representation, a given rendition, of a given object. Scientific models are characterized by the property that they are testable. There are many kind of models; moreover, the same object can be depicted by several, often very different models. Thus, models themselves are a subject of examination and critique of how well they depict an object. A model represents an object in a certain way, but does not explain what goes on. A theory does that. In a sense models are a ‘weak’ form of a theory, a possible prelude to a ‘strong’ theory. In these aspects lie both the strengths and weaknesses of models in general, and IR models in particular.





The traditional IR model is by far the most popular and widely used model in IR. Briefly, the traditional model represents IR as a two prong set (system and user) of elements and processes converging on comparison or matching. The system prong involves information objects (texts, images, sounds, multimedia ... from now on for brevity called ‘texts’), that were represented in a given way, then organized in a file, and in this way made ready for matching. The user prong starts with a user’s information problem/need, that is represented (verbalized) by a question, which is transformed into a query acceptable to the system; then matching between the two representations (texts and query) occurs. A feedback function is included that allows for modification of representations, but usually involves only the modification of the query in the user prong. The strength of the model is that it allows for straight forward isolation of variables on the system side and for uniform concentration on their application, evaluation or analysis. It has been used for many years with great success in IR R&D and in information industry. But with strengths, the model has serious weaknesses (Belkin, 1993). To start with, the user prong exists just to show where a query comes from, and that’s it - i.e. the model, and subsequently any of its uses, do not deal with users at all. Neither is interaction incorporated. In a way, it is assumed and subsumed under feedback. In turn, feedback is treated as an instrument for query modification. Yet, even a most casual observance of IR interaction can see that there is much more involved. Among others, even in feedback there is more involved than relevance judgment-based query modification (Saracevic, Mokros, & Su, 1990; Spink & Losee, 1996). 





As the result of the evident weaknesses of the traditional model, a new class of IR models evolved oriented toward depicting interaction. However, there is no one interaction model that is as universally accepted as the traditional model. Among the first to emerge is Ingwerson’s model that treats interaction in terms of the cognitive components and transformations in IR (Ingwersen, 1992, 1996). The model concentrates on identifying processes of cognition which may occur in all the information processing elements involved. A number of complex interactions are revealed and depicted (a summary is provided in Saracevic 1996a). It is a most useful meta-model to provide a broad picture and a different orientation of what is involved and what is going on in IR when we include and elaborate on users.





A second prominent model, called the episode interaction model, was proposed by Belkin and colleagues (Belkin, 1993; Belkin, et al., 1995; summary in Saracevic 1996a). They start with an assumption that the real problem in IR is not how to represent texts but how to represent the users’ Anomalous State of Knowledge (ASK), the cognitive and situational aspects that were the reason for seeking information and for approaching an IR system to start with. The model is based on specific processes of users’ information seeking behavior, and considers user interaction with an IR systems as a sequence of differing interactions in a series of episodes of information seeking. The central process is user’s interaction not with a system but with information. Each of the traditional IR processes (enumerated as REPRESENTATION, COMPARISON, SUMMARIZATION, NAVIGATION, VISUALIZATION) can be instantiated in a variety of ways. However, a user engages over time in a number of different kinds of interaction, each dependent on a number of factors, such as user’s current task, goals, intentions, the history of the episodes, the kind of texts being interacted with, and possibly other factors, that need to be uncovered through observation. Different kinds of interactions exist to support variety of processes such as judgment, interpretation, modification, browsing and so on. Belkin enunciates that the problem of IR interfaces is to devise methods and ways to optimally support different kinds of interactions and different kinds of information seeking strategies. The strength of the model is in that it addresses directly a variety of processes found in IR, not only matching, , but it faces difficulties in identifying individual episodes and their effect on each other, as do all frame-based models. The stratified model, discussed in this paper, is related to the episode model.








GENERAL FRAMEWORK





I take it that IR interaction is a specific instance of a general class of interactions that is known under the name of human-computer interaction (HCI). In HCI, considerable effort was devoted to development of an appropriate theoretical framework, but as yet no widely accepted HCI theory has emerged. In fact, HCI is much more pragmatic than theoretical. However, some useful conceptual frameworks have been suggested. One of these deals with HCI as a discourse between participants (among others, Stors, 1994). The attempt is to get at definition and classification of the basic concepts and entities involved. Following Storrs (ibid. p. 181), we can consider HCI as “the exchange of information between participants where each has the purpose of using the exchange to change the state of itself or of one or more of the others.” Key elements are: participants - people and ‘computer’ (which stands for a number of things involved - hardware, software, information resources ...); exchange - a discourse accomplished through an interface (it does involve ‘computer’, but in given situation can include human intermediaries as well); purpose - intentions associated with each participant; and change - relation to some results. We can borrow from this framework to establish interaction concepts in IR in common with those in HCI. The definition of what is involved in HCI applies to IR interactions. Clearly, in IR interaction we can distinguish between two main classes of participants: humans and computers, but this is just a start. Each encompasses a variety of elements, playing different roles, and having differing, if not even different, purposes. We have to identify them and make appropriate distinctions and relations.





Humans, as one of the participants, involve a number of cognitive and affective aspects, as well as other attributes, and contextual elements. Moreover, ‘computer,’ as the other participant, involves much more than a computer itself. It is a metaphor for a lot of things, hardware and software, information resources and their processing, capacities, connections, and a host of possible other artifectual elements and built-in cognitive aspects. Thus, throughout the article ‘computer’ means more than computer, even though from now on for reason of simplicity I will dispense with quotation marks.





Interaction can be categorized as being direct or mediated, co-operative or individual, expending less or more resources, and so on. Each of these represent different classes of interaction involving distinct attributes for identification and study. Interaction is composed of utterances, and these can be characterized in some way. A dialog is a pattern of exchanges of utterances between participants. “The nature of these patterns - how they are constrained, how they are generated, how they are tracked, and so on - is a central area of empirical study and theoretical development for HCI. ... An interaction, we can now say, is a dialogue for the purpose of modifying the state of one or more participants.” (ibid. p 182). The same applies to IR.








STRATIFIED INTERACTION MODEL





As mentioned, the model was elaborated in Saracevic (1996a), thus a summary of essential features is given here, as shown in Figure 1. Similar models are used in linguistics and communication research under the name of stratificational grammar and/or models.





The stratified model starts with assumptions that (i) users interact with IR systems in order to use information, and (ii) that the use of information is connected with cognition and then situational application. While sounding as a truism, these assumptions provide a focus and orientation for the model. We start with another model reflecting the use of information; we call it the Acquisition-Cognition-Application, or A-C-A model (Saracevic & Kantor, 1997). The Acquisition component involves getting information (recognizing that such information may be of various kinds); the Cognition component involves absorbing and otherwise cognitively processing information; and Application relates to using absorbed information for a task or problem-at-hand, within a given situation and environment. Each of these components involves different elements with different roles, purposes (intentions), processes, adaptations, and the like. The IR interaction is then a dialogue between the participants - user and computer - through an interface, with the main purpose to affect the cognitive state of the user for effective use of information in connection with an application at hand. The dialogue can be reiterative, incorporating among others various feedback types, and can exhibit a number of patterns - all of which are topics for study.


�


The major elements in the stratified model are users and computer, each with a host of variables of their own, having a discourse through an interface. The interface instantiates a variety of interactions, but it is not the focus of interactions, despite that it can in its own right effectively support or frustrate other interactions. We can think of interaction as a sequence of processes occurring in several connected levels or strata. Each strata/level involves different elements and/or specific processes. On the human side processes may be physiological (e.g. visual, tactile, auditory), psychological, and cognitive. On the computer side they may be physical and symbolic. The interface provides for an interaction on the surface level in which: 





Users carry out a dialogue by making utterances (e.g. commands) and receiving responses (computer utterances) through an interface with a computer to do not only the searching and matching (as depicted in the traditional IR model), but also engage in a number of other processes or ‘things’, above and beyond searching and matching, such as: understanding and elicitations about the attributes of a given computer component, or information resource; browsing; navigating within and among information resources, even distributed ones; determining the state of a given process; visualizing of displays and results; obtaining and providing various types of feedback; passing judgments; and so on.


Computers interact with users with given processes and ‘understandings’ of their own, and provide given responses in this dialogue; they also may provide elicitations or request for responses from the user in turn 





Investigations of the surface level could concentrate on observation of what ‘things’ users did in order to achieve something, what ‘things’ computers did, with what results, how they worked (or did not) work together, what were the patterns in given situations, and how to enhance them.





The user side has a number of levels. I suggest three to start with: Cognitive, Affective, and Situational: 





On the Cognitive level users interact with texts and their representations in the information resources considering them as cognitive structures. After all, texts do have certain content that is generated in and put there and represented (directly or indirectly by an algorithm in some more or less effective way) by a human with a cognitive structure and interpreted cognitively, thus interaction is between cognitive structures, above and beyond the computer. Users interpret and judge cognitively the texts obtained, and may assimilate them cognitively. Investigations at the cognitive level may concentrate on cognitive processes and results, such as relevance inferences, effects of or changes in the state of knowledge, and a number of others.


On the Affective level users interact with their intentions, and all that go with intentionality, such as beliefs, motivation, feelings (e.g. frustration), desires (e.g. for a given degree of completeness), urgency, and so on. Intentionality may be a critical aspect governing all the other user variables. Investigation at the affective level may concentrate on analyzing users’ intentions, beliefs, and motivations.


On the situational level users interact with the given situation or problem-at-hand which produced the information need and resulting question. The results of the search may be applied to the resolution or partial resolution of a problem. Users judge the texts obtained according to their utility. On this level investigations may concentrate on effects on tasks or problems at hand, changes in the problem, categorization of problems for interactive decisions, and the like.





However, things are not that simple. The situation that was the reason for interaction to start with, produced a problem that sometimes may be well sometimes ill defined, and the related question, if not on paper then in user’s mind, may also be defined in various well-ill degrees. In addition, a user also brings a given knowledge or cognitive state related to the situation, as well as an intentionality - these also may be well or ill defined. All this is used on the surface level to specify and modify queries, select files, search terms, search tactics, and other attributes to use in searching and decision-making, and on the deeper, cognitive level to interpret and otherwise cognitively process the texts, and make or change relevance inferences and other decisions. 





During IR interaction, as the dialog progresses through episodes, these deeper level cognitive, affective, and situational aspects in interaction can and often do change - problem or question is redefined, refocused, and the like. Thus, as the interaction progresses things on the surface level change as well: e.g. new search terms are selected, old abandoned, tactics are adapted and changed, and so on. In other words, interaction involves a subtle, direct interplay between deeper and surface levels. For instance, search term selection for the query from different sources and at different stages of the process, reflects such an interplay. Various types of feedback are involved and play a critical role in changes. Understanding of interaction requires understanding of the interplays between levels or strata. As the popular saying goes: the action is in the gap.





The computer has strata or levels as well. I suggest at least three, recognizing that each one can be further decomposed or that others may be added, depending on the given set of conditions or emphasis in analysis:





On the Engineering level enters the hardware and its various operational and design attributes or built-in characteristics, such as capacity, efficiency, processing power, and a number of others. Analysis here concentrates on the effects of these attributes.


On the Processing level concentration is on software of various kinds. Of particular interest in IR are the algorithms and approaches that underlie given manipulation of texts, queries, interface, and other critical processes related to interplay between the user and computer levels, or within the computer. Analysis here concentrates on the effectiveness of given algorithms and approaches, and the standard software evaluations.


On the Content level concentration is on information resources, the texts, that are incorporated, as well as their various representations made by various means, including algorithmic ones. As a rule, it also includes a collection of meta-information or meta-characteristics about the texts. The content is what the user is after. Analysis may involve the adequacy or nature of the texts included, or of their representations, and a number of other characteristics of content depending on given requirement, such as informativeness, credibility, validity, reliability, quality etc. 





As the interaction proceeds, a series of dynamic adaptations occur in both elements, user and computer, concentrating toward the surface level, the point where they meet. However, I assume that the use of information proceeds toward application, that is toward the situational level. Adaptations may also signify changes or shifts in a variety of these levels. Various types of feedback play a critical role in various types of adaptation and change. Of great interest is to study the nature, manifestations, and effects of these changes and shifts. Shifts, relative little explored events, are probably among the most important ones that occur in interaction.





If the interaction is mediated, i.e. involving a professional information specialist or librarian as an intermediary, still another complex structure of strata, is added, which I discuss in greater detail in section on User modeling.





Intuitively, we understand that we are doing different things for different purposes while interacting with an IR system. Those who deal with design and other aspects of computer side concentrate at different times on very different computer levels. The stratified model deliberately decomposes the many elements that enter in different types of interaction. In that sense the model is related to the idea of different kinds of interactions on the human side, as suggested by Belkin, and different types of ‘things’ and processes involved on the computer side, as suggested in the traditional IR model. It tries to incorporate both sides in the interaction. 





However, while the stratified model has the superstructure, as does Belkin’s episode model, it has not yet enough details for experimentation and verification. It has yet to be tested in a larger interaction study. Clearly, much more has to be done to bring the model to practical applications. A further general weakness of the stratified model is the same as found in the stratificational models in linguistics and communication. Decomposition is not that easy, and depiction of interplays between levels, a critical aspect, is hard to specify.








EXTENSION TO RELEVANCE





Relevance is the key concept in IR, because it reflects the criterion, that is the objective assumed to be measurable, toward which the whole IR enterprise is oriented. At the bottom of it all IR is about retrieval of relevant texts. It is often forgotten that relevance was included by choice as such a criterion or objective. The IR pioneers chose relevance in the early 1950’s and it stuck to this day. A number of proposals to have uncertainty (with all the probability expressions that it entails) as the basic IR criterion did not take, despite the elaborate theoretical structures proposed alongside. In contrast in expert systems uncertainty is the basic criterion; in library classification aboutness is the criterion. Different choices of the basic criteria define the basic differences for these systems, which are then reflected in very different operational procedures.





Already by the end of 1950’s it became clear that relevance is not a simple and consistent proposition. It was recognized that there are different types or kinds of relevance. Proposals were made that in reality we need to concentrate not on relevance but on utility, or novelty, or informativeness, or psychological relevance, or on a few other similar criteria. But the way the proposals were made they reflected nothing but a variation of relevance - a different type of relevance. By the virtue that it is a complex human phenomenon, relevance is problematic, even controversial. However, relevance stayed around no matter what. It became a topic of extensive, often heated, debate, and fortunately, also a problem addressed by theoretical and experimental studies of its own. Interestingly, while uncertainty and aboutness are also complex human phenomena they did not attract such wide debate and even less study in their respective fields.





But what is relevance? What is its nature, manifestations, behavior, effects? These questions were addressed in a number of fields in addition to information science. For instance, in philosophy, Schutz (1970) dealt extensively with relevance as the property that determines the connections and relation in our complex social world or as he called it 'lifeworld.' He suggests that at some moment a person has a 'theme' - the present object or aspect of concentration-, and a 'horizon' - social background, own experiences, physical space - that are potentially connected to the theme. Subsequently, he defined three basic and interdependent types of relevance which are in dynamic interaction in what he called a “system of relevances” (note the plural):





Topical relevance: perception of something being problematic, what is separated from the horizon to form a theme.


Interpretational relevance: involves the horizon, the stock of knowledge at hand, past experiences and the like, in grasping the meaning and to which the topical theme may be compared.


Motivational relevance: involves selection. Which of the several alternative interpretations are selected? Refers to the course of action to be adapted.





In communication, Sperber and Wilson (1995) were concerned with developing a new approach to the study of human communication, modeling it in all of its cognitive and human complexity. The basic assumption and argument is that cognitive processes are "geared to achieving the greatest possible cognitive effect for the smallest processing effort. To achieve this, individuals must focus their attention on what seems to them to be the most relevant information available" (ibid. p. vii). Central to their theory is the notion that an individual's cognitive goal at a given moment "is always an instance of a general goal: maximizing the relevance of the information processed" (ibid. p.49). Intention (“ostensive behavior”) in communication, inference and context are central concepts in the theory. Intentions are distinguished as to informative and communicative. In turn, they suggest two "principles of relevance" (also note plural). First or cognitive principle says, in brief, that "human cognition tends to be organized to maximize relevance" (ibid. p.262). The second or communicative principle (which follows from the first) says that "the presumption of optimal relevance is ostensively communicated" (ibid. p. 271). Combining the two principles "[makes] the cognitive behavior of another human predictable enough to guide communication." As Schutz, Sperber and Wilson also interpret relevance as an interacting system of multiple relevances. 





As mentioned, relevance was also a topic of investigation in information science. A large literature and numerous points of view or explications sprung up, as reviewed by Saracevic (1975) and more recently by Schamber (1994). Suggestions about treating relevance as in this paper were made by Saracevic (1996b). Thus, only a summary is provided. I start with a notion that relevance, as any other criterion, indicates a relation. Different manifestations of relevance encompass different relations. As a result of a number of manifestation studies we now routinely make distinction between different types or kinds of relevance. In other words, we categorize relevance manifestations on the basis of different relations. However, while these categorizations embrace more or less similar aspects, an agreed upon taxonomy of relevance manifestations has not emerged as yet. But it seems to me that an (uneasy) consensus is emerging: within a context of IR in particular and information science in general, we can distinguish between the following manifestations of relevance:





System or algorithmic relevance: relation between a query and information objects (texts) in the file of a system as retrieved, or as failed to be retrieved, by a given procedure or algorithm. Each system has ways and means by which given texts are represented, organized and matched to a query. They encompass an assumption of relevance, in that the intent is to retrieve a set of texts that the system inferred as being relevant to a query. Comparative effectiveness in inferring relevance is the criterion for system relevance.


Topical or subject relevance: relation between the subject or topic expressed in a query, and topic or subject covered by retrieved texts, or more broadly, by texts in the systems file, or even in existence. It is assumed that both queries and texts can be identified as being about a topic or subject. Aboutness is the criterion by which topicality is inferred.


Cognitive relevance or pertinence: relation between the state of knowledge and cognitive information need of a user, and texts retrieved, or in the file of a system, or even in existence. Cognitive correspondence, informativeness, novelty, information quality, and the like are criteria by which cognitive relevance is inferred.


Situational relevance or utility: relation between the situation, task, or problem at hand, and texts retrieved by a systems or in the file of a system, or even in existence. Usefulness in decision making, appropriateness of information in resolution of a problem, reduction of uncertainty, and the like are criteria by which situational relevance is inferred.


Motivational or affective relevance: relation between the intents, goals, and motivations of a user, and texts retrieved by a system or in the file of a system, or even in existence. Satisfaction, success, accomplishment, and the like are criteria for inferring motivational relevance.





These manifestations fit to a large degree the stratified model of IR interactions and the related notion of an interdependent system of relevances. The manifestations interact dynamically within and between themselves. For instance, topical relevance is most often inferred on the basis of retrieved items, i.e. on basis of systems relevance.  Similarly, cognitive and situational relevance follow from and interact with others. Motivational relevance in all likelihood governs inferences in others.





Let me elaborate on the nature of relevance from the stratified model point of view. We take that the primary (but not only) intent on both the user and computer side of IR interaction deals with relevance. Given that we have a number of strata in interaction, and in each of them there may be considerations or inferences as to relevance, then relevance can also be considered in strata. In other words, in IR we have a dynamic, interdependent system of relevances (note plural). Similarly, this plurality was depicted by Schutz, from whom I took the term ‘system of relevances,’ and by Sperber and Wilson, who talked about principles of relevance. In IR, relevance manifests itself in different strata. While often there may be differences in relevance inferences at different strata, these inferences are still interdependent. The whole point of IR evaluation, as practiced, is to compare relevance inferences from different levels. We can typify relevance as it manifests itself at different levels, and we can then study its behavior  within and between strata.





If we accept that the nature of relevance in IR is a system of relevances, then there is a corollary: we cannot accept any one strata or element in this system of relevances as unique and only relevance that counts. We cannot recognize only one and ignore all the other levels of relevance. Whatever the categorizations, different types of relevance do not and cannot exist in a vacuum of its own. To reinforce: in IR relevance exists only as an interacting system of relevances. Relevance in one strata affects relevance in other strata.





In information science relevance is then an attribute or criterion reflecting the effectiveness of interactive exchange of information between people (i.e. users), and information systems in a communicative contact. The interaction involves different levels or strata at which relevance is inferred, producing an interdependent system of relevances. In fact, it is this system of relevances that enables interaction in an information retrieval sense, and ties the different strata together. Without such a system of relevances there could be no information retrieval as conceived. A major, if not THE major issue of information science is to address the problems of understanding and increasing the effectiveness of interaction between different elements in the system of relevances.








EXTENTION TO USER MODELING





The object of user modeling in IR is to affect positively the retrieval process, with a major  concentration on effective retrieval of relevant texts for a given user(s) or use by a variety of techniques or interactions that attempt to incorporate critical aspects of users as related to their information problem(s) and need(s). At issue are, of course, the questions: What are those critical aspects? How to get at them? A number of techniques, manual and automatic, were designed for user modeling in IR and in a number of other fields and applications, such as in the process of reference in librarianship or in relation to intelligent agents for knowledge bases in AI. Not surprisingly, user modeling goes under a number of different names, even when the same thing is meant. Discussion in this section is synthesized from Saracevic (1997).





In IR user modeling is approached from two different perspectives: the system-centered and human-centered. In the former, one approach to user modeling revolves around relevance feedback and query modification. In a feedback loop those texts that are assessed as relevant by users (or surrogates) are used as a user model to construct, expand, or modify queries entered into the system (for a review see Efhimidiadis, 1996 and Spink & Losee, 1996). Another approach is to build into the system ways and means by which users can on their own model their problem or express a proto-query, and the system assist them in furthering the process. One among a number of examples is the experimental system developed Croft & Thompson (1987), but unfortunately such systems have not been further explored to any greater extent. The critical aspect is that in these approaches users’ expression of their information need is considered to be dynamic, thus user modeling and subsequent searching is also a highly dynamic and interactive process.





Investigations in the human-centered perspective in IR also employed several approaches. This area of investigation is very rich, thus only a few efforts are illustrated. Historically, the oldest and even the most prevalent approach is dealing with problems of question analysis as a method for eliciting an expression of user information need or problem, spanning from taxonomy of information needs and question analysis techniques by Taylor (1968) to treating difficulties in expressing such needs by Harter (1992). Similarly, the reference encounter in libraries, as user modeling, is studied from a communication perspective (Radford, 1996). Another approach addressed cognitive aspects employed by users, and/or intermediaries in interaction with IR systems (e.g. Allen, 1991), as well as variety of feedback techniques used (Spink & Losee, 1996) - all of which in one way or another also address user modeling. Finally, the interactive approach to IR treats users and their modeling as an integral part of the IR process (Belkin, 1993), a stance which is also taken here. Again, the main point is that user modeling is a highly dynamic process.





However, even with all the advent of user modeling by automatic or semi-automatic means in information retrieval (IR) and a number of other related areas, nothing at all matches the extend and complexity of user modeling as done by skillful intermediaries in direct interactive contact with users. Thus, detailed observations of the interaction and discourse between users and intermediaries, when the object is to provide effective retrieval from large IR databases, is of great potential use to provide a human-oriented, interactive model of user modeling, which in turn can be used for design for more automatic user modeling. In this lies the importance of such studies. 





Similarly as with relevance, I am using here the stratified model of IR interaction as a base for explicating on user modeling in IR. I am suggesting that user modeling is (i) an interactive process that (ii) proceeds in a dynamic way at different levels trying (iii) to capture user’s cognitive, situational, affective and possibly other elements (variables) that bear upon effectiveness of retrieval, (iv) with an influence of intermediary interface capabilities, and (v) with an interplay with computer levels. It is an interactive diagnostic and at times even counseling process that has not as yet been mastered well in automated or ‘intelligent’ IR, or for that matter in AI.





As mentioned, if the interaction is mediated involving a human intermediary, still another complex set of levels, is added, very interesting in itself. Among others, it brings in communicative aspects of human discourse which can be analyzed in their own right (Mokros, Mullins, & Saracevic, 1995). The roles that intermediaries play can also be decomposed into levels. On the surface level, intermediaries use their mastery (knowledge and competence) about IR systems - information resources contents, representations, and meta-information, and system’s techniques, and peccadilloes - not mastered by users. This is used to provide effective interaction with the system on the surface level. But on the deeper or cognitive level, intermediaries also provide clarifying and diagnostic aspects. They provide help in defining the problem, focusing the question, incorporating the context, and other aspects that enter into user modeling. As the interaction and search progresses they also may suggest changes in problem or question definition. All this plays a critical role in selection of search aspects on the surface level: files, terms, tactics, attributes etc. Through their professional training and experience professional intermediaries become highly skillful in user modeling (which is on a deeper level of interaction), and in translating that into the surface level of interaction with a system. (Similarly, doctors and other professionals become through experience skillful in diagnosis, which then they use in treatment.) As in other situations where user modeling or diagnosis are involved we do not understand the process very well. For this reason I believe that it is important that we study in great detail IR interactions involving intermediaries. In other words, if we wish to enhance user modeling by computer-based interfaces, and incorporate it with any degree of success in IR systems, then we must study and understand first what is going on in interactions involving humans, intermediaries included in particular. We can do that by decomposing such interaction into strata.





To provide an example. We studied type and distribution of utterances, including elicitations (questions) as a subset of utterances, in a discourse between users and intermediaries before and during online searching of user questions (Saracevic, Spink & Wu, 1997). We identified eight categories describing the types of utterances:





1. Context�
Users problem or task at hand; information seeking stage; information if any collected so far; expectations and other aspects underlying the question; user domain and problem knowledge; user plans.


�
�
2. Terminology and restrictions�
Elaboration on and modification of concepts, terms, keywords, descriptors; generation of terms; specification of borderlines; restrictions such as to language, years; spelling of technical terms.


�
�
3. Systems explanations�
Workings and technical aspects of system used; technical explanation of searching; characteristics of databases and documents in system; other possible information sources; obtaining texts; costs involved.


�
�
4. Search tactics & procedures�
Selection and variation of terms, fields, morphology, logic in search statements; commands; selection and variation in magnitude and output sizes, formats, order; output specification; correcting mistakes.


�
�
5. Review and relevance�
Review of tactics as to the output; evaluation of output sources or content; relevance judgments of and feedback from outputs; decisions or questions on what is wanted based on tactics or output.


�
�
6. Action�
Description of an ongoing or impending activity e.g. thesaurus lookup, output formats, printing; explanation of what is happening.


 �
�
7. Backchanneling - prompts, echoes�
Communication prompts, fillers, acknowledgments, formulaic expressions etc. indicating listeners involvement, e.g. “O.K.,” Wow!” “Unhuh,” “Right;” echoes and requests for repetitions e.g. ,” What?” “Pardon?” “Say that again”; pauses.


�
�
8. Extraneous�
Utterances extraneous to the search interaction - greetings, formulaic courtesies, social comments and questions; personal matters.�
�



We obtained distribution of these utterances, and their segmentation into those used prior and during online searching. The interactive discourse followed a changing, shifting path, with overwhelming number of utterances related to user modeling in some form or another. To provide some generalizations: 


Context utterances relate to situational level.


Terminology and restrictions utterances relate to capabilities of the content level.


System explanation utterances relate to understanding by users of various computer elements and levels. 


Review and relevance utterances relate to assessments of texts to user levels, or to assessment of interactive tactics.


Action utterances relate to explanation of various activities on computer levels. 


And backchanneling and extraneous utterances enhance the interplay between users and intermediaries.





Thus, we demonstrated that various types of utterances refer to various levels on either the user or computer side, substantiating user modeling as a stratified interactive process.








EXTENSION TO SEARCH TERM SELECTION





Query is the most important product of user modeling. In turn, query is composed of search terms, logical connectors (if any), and various qualifiers (if any) - this is expressed as the characteristics of the query. There are many forms of search terms - terms derived from provided texts, index terms, classification schedules, numerical representations and qualifiers, etc. - all of them representing in some way or other concepts derived from the question and/or information problem/need. In whatever form, search terms are always there, a query does not exist and a search cannot be done without them. Questions are raised: Which search terms should be selected for a given query to represent a user's information problem? How are they selected? Where should do they come from? What interactive processes can aid in selection? And, of course, How effective are different search terms (e.g. from different sources)? Such questions were raised in Spink & Saracevic (1997); a synthesis is provided here relating the search term selection to the stratified model of interaction.





At the start of an interaction a query (a ‘proto-query’) is formulated incorporating search terms from a number of possible sources, including texts given as examples. Whatever the source and form, query and the search terms are on the surface level. As the interaction and search progress there are often changes, shifts, in problem or question definition. If human intermediaries are involved they may also suggest such changes. All this plays a critical role in selection of search aspects on the surface level: files, tactics, and search terms in particular  - new search terms are selected, old abandoned, tactics are adapted and changed, and so on. Thus we treat selection of search terms as one of the dynamic interactive processes in IR involving strata or levels. The selection process is realized and manifested on the surface level, while the effectiveness of search terms, involving user relevance judgments, is established at the cognitive and possibly also situational levels, with the affective level playing a significant role as well. Thus, formulation and selection of search terms is a result of interplays between different levels. 





In the cited study we identified five sources of first appearance of search terms:





1. Question Statement �
Search terms derived from the user's written statement of their information problem and request as submitted originaly for searching.�
�
2. User Interaction �
Search terms suggested by the user prior and/or during the online search, and not derived from the user's question statement.�
�
3. Thesaurus�
Search terms derived from a database thesaurus.�
�
4. Intermediary�
Search terms suggested by an intermediary prior and/or during the online search�
�
5. Term Relevance Feedback�
Search terms suggested either by user or intermediary from retrieved items identified by the user as relevant.�
�



Among others, we analyzed search terms as to: frequency of selection from each source; the effectiveness in retrieval of relevant items of terms from each source; and the sequence of appearance. Through association with levels we were able to distinguish clearly between various sources and their connection with relevance, i.e. where relevance judgment was and was not incorporated. Thus, we presented overall distributions of search terms (surface level), and contrasted it with distributions where effectiveness (derived from a cognitive judgment of relevance, thus surface plus cognitive and possibly situational levels) was applied. We also included correlation with user satisfaction, which is on the affective level. We concluded that there is a direct interplay between deeper and surface level of interaction. Selection and shifts in search term from different sources and at different episodes (stages of the process, e.g. pre�online and during online episodes), reflects such an interplay. The interplay explains changes or shifts in search term selection. Thus, it became clear that the data demonstrate interplay between different levels, again supporting the stratified model.








EXTENTION TO TYPES OF FEEDBACK IN IR





As mentioned, HCI in general, and IR interaction in particular involve a number of processes. In IR these are sometimes viewed as episodes in which a number of different ‘things’ are attempted and/or accomplished. Feedback is one of them. Thus, feedback is viewed as a specific type of interaction. In fact, feedback is an essential, critical element of IR, present to some extent or other in most, if not all, IR interactions. Clearly, study of given IR processes, such as given indexing or searching algorithms can be and was done without consideration of feedback. However, such studies, no matter how theoretically or experimentally elegant, are removed from reality, in that no one has an idea how would they perform in the real world where feedback is always present in some form or another. Thus, a study of IR feedback is also an important, if not critical, aspect of the study of IR interactions. The results of such a study are synthesized here from Spink & Saracevic (in print).





 So far, the concept of feedback in IR has been largely restricted to relevance feedback as originally introduced by Rocchio (1971), in order to improve performance of IR systems. This feedback is patterned after the cybernetic perspective of feedback, with all the ensuing restrictions on a single type of input and output alone, but with the advantage that it can be treated as an algorithm. Over the years a variety of relevance feedback algorithms have been developed and tested, showing that they improve the performance to some degree ( Spink and Losee, 1996). 





However, we wish to suggest that there is much more to feedback in IR than the ubiquitously researched relevance feedback. Feedback involves an input and output for sure, a query and a retrieved text, but in addition it involves an interpreter, for assessing the text, cognitively, affectively, and situationaly, connecting it to a whole array of interactions and mutual causalities, with a possibility of all feedback polarities (negative, positive, and homeostatic). The interpreter is a human being, a user or surrogate, and in some distant future it may be an intelligent machine agent, acting and interpreting on behalf of the human user. Presently, we are very far in creation of such agents - as yet they do not have a sliver of intelligence. We can also envision that on the computer side there may be an interpreter, connecting the inputs or texts to an array of interpretive programs. At present such computer interpreters are in their early infancy - they are either on paper only, or if implemented they provide only rudimentary interpretations in restricted laboratory conditions. But the study of human feedback in IR may be an important contribution to decisions related to design of intelligent agents for the user, and interpreters for the computer. In that lies the importance of such studies, for we can learn from humans what to put in the machine.





This brings us to the conceptualization of a feedback loop in IR as a unit of measurement. The feedback loop is an interaction which consists of: (i) a query, (ii) a process  to obtain a text as a response to a query, (iii) the text of the response, (iv) an interpretation by an interpreter on the appropriateness of the text to whatever contextual (cognitive, affective or situational) variables, and then (v) an action to modify in some way the query or the retrieval process. This raises an important point: who can initiate the feedback loop? We suggest that only a human interpreter, a user or a surrogate, can be the initiator. In other words, the loop is user initiated. It is not mutual casual like circular loops in the social feedback perspective. It is user causal, as the act of interpretation begins with the user or the entry of a query. Now, at some time in the future, if and when intelligent interpreters may be developed for the computer, we may reconsider this, to provide for a possibility of a computer initiated loop connected to some, as yet unknown, elements within. But, for the foreseeable future a computer cannot initiate a feedback loop - it is still science fiction. 





We are suggesting that the stratified model of IR interaction may serve as a framework to observe and categorize a number of different feedback types in IR. In the mentioned study, we derived from observational data five types of feedback in IR:





1. Content Relevance Feedback �
User query followed by an IR system output of retrieved items then judged by the user for relevance followed by a query or reformulation.�
�
2. Term Relevance Feedback�
User query followed by an IR system output of retrieved items and user selection of a new search term(s) from the retrieved output used in a subsequent query.�
�
3. Magnitude Feedback�
User query followed by a judgment based on the size of the output from a query that effects the next query. �
�
4. Tactical Review Feedback�
User input followed by a strategy related judgment to display the search strategy history influencing the subsequent query.�
�
5. Term Review Feedback�
User input followed by a strategy related judgment to display terms in the inverted file influencing the subsequent query.�
�



We divided relevance feedback into two categories. Content Relevance Feedback involves a judgment of retrieved texts and then a subsequent action, such as modification of the strategy, without directly using search terms from those texts. Term Relevance Feedback is a subset of relevance feedback which concentrated ONLY on gaining terms from texts judged relevant by users. It is that type of feedback that is used in relevance feedback techniques and algorithms. Thus, relevance feedback is more elaborate than just extraction of relevant terms. Both relate to user levels on the on hand, but the first relates then to action on the query from assessments without terms, while the second from assessment of terms. Magnitude Feedback (which happened to be the most used feedback type) does not even relate to cognitive assessments of relevance, but only to affective level in assessing what may be simply to much or to little. From the computer side it uses meta-information on the size of an output, and not the output itself. Finally, we divided strategy feedback also into two classes: Tactical Review Feedback and Term Review Feedback; the first relates to feedback involving tactics in general, and the second tactics involving search terms alone. Both relate primarily to shifts involving relations between user elements and desires for summary and changes in subsequent inputs. The general message is a call for an enlargement of the IR feedback concept beyond relevance feedback so commonly taken as the only feedback in IR. The stratified model served as a framework for conceptualizing such an enlargement.








CONCLUSIONS





IR interaction is a complex process that is easy to understand pragmatically, yet difficult to model conceptually, or even more difficult to treat theoretically. For decades we have modeled IR by the traditional IR model. It served us well, and it still serves us well in narrowly defined situations, such as evaluation of given IR algorithms. However, the traditional model has a serious limitation: it does not incorporate IR interaction which is commonplace in real life, as opposed to laboratories. An IR paradox resulted: a large proportion of IR research, particularly the one dealing with algorithms is non-interactive, while the total of IR practice today is interactive. 





A big problem is that we do not have as yet in IR (or in HCI for that matter) models that represent in some detail the interactive processes. Several models were proposed, but none has been  widely accepted. At issue is not only representing the human elements or variables in the interaction (as often done in human-centered studies), or the computer elements (as done in system-centered studies), but in representing both the human AND computer elements in a symbiotic interplay. I have borrowed ideas from other fields where complex entities or processes are decomposed into strata, to enable a more detailed study of each level, and their interdependence. Even the Internet standards are depicted in levels. The stratified model of IR interaction views the process as involving a surface level where the user and computer meet through an interface, and then several distinct levels or strata for each. For users I postulated cognitive, affective and situational levels. For computer I suggested engineering, processing, and content levels. Interaction is then an interplay between these different levels. I have extended these notions and the stratified model to three important IR areas of considerable concern, theoretically, experimentally, and pragmatically. 





The first of these deals with relevance. I suggested that relevance should be viewed as an interacting systems of relevances. Relevance is manifested in different levels, we commonly refer to as types of relevance. These levels are not independent, but interdependent. Thus, relevance is an interactive relation between different levels.





The second extension deals with user modeling. I suggested that user modeling is in effect trying to identify different aspects related to users that may enhance effectiveness of results. Again, such modeling tries to deal with different levels on the user side, as related to levels on the computer side. Through interaction, user model is defined, refined, and more likely than not changed. User model is actually a plural formulated by interdependent, interplaying levels. After many years of effort, it is amazing how little progress is made in automating user modeling processes in IR in pragmatic situations, thus a study of what goes on among humans in user modeling may be an effective way for gathering clues for design of more automatic processes.





The third extension, dealing with search terms, is most specific. Search term selection is a complex process that can also be explained as a result of interaction involving different levels. It is shown to be a dynamic process, also with changes and shifts, from interplay between different levels on both the user and computer side. Of particular interest in both user modeling and search term selection is the role that human intermediary play. Study of their roles and actions is most useful for furthering our understanding of interaction.





Finally, the fourth extension deals with feedback types in IR. It relates a number of very different types, in that they have very different interactive purposes, to various interplays between levels in IR interaction on both, user and computer, sides. By definition feedback is a dynamic process, but in IR it involves different elements at different times, for different actions and purposes. As there is a system of relevances, there is a system of feedbacks. Feedback, along with relevance and user modeling is a plural.





Clearly, this effort, as any other effort that tries to decompose a complex process or system into levels, has limitations. For instance, decomposing the study of grammar into phonological, morphological, syntactic and semantic components has evident limitations, but it did enable a thorough study of at least the first three; more advanced views of grammar also include transformations. Recognizing the limitations, the stratified model of IR interaction still has an inherent advantage of separating the complex elements involved in interaction into something that is easier to handle, talk about, represent, and understand. Looking at IR interaction as an interplay between levels on both sides, user and computer, provides for a more realistic and thus a more desirable look at what goes on. It also avoids the inherent parochialism (even xenophobia) of either the human-centered or system-centered approaches, models, and research when applied in isolation, as is more often the case then not. To repeat a conclusion from previous papers: Our scientific understanding of IR interaction is low, and we have not mastered the scientific investigation of the process very well, be it oriented toward theory, applications, or evaluation. I wish to suggest that working with this or other interactive models as proposed may further our understanding. And it is a truism to state that a better understanding is a prerequisite for better design and implementation.
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